
What is IKDR?

Principal Component Analysis (PCA) is the most commonly 
used Dimension Reduction (DR) technique. It is also an 
interpretable way to reduce the dimension.

Where is IKDR used? Why is IKDR Difficult? Our Solution : The Iterative Spectral Method (ISM)

Experimental Results
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Optimizing W is highly non-convex and the 
solution must intersect the Stiefel Manifold
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Solving Interpretable Kernel Dimension Reduction

ISM’s Theoretical Foundation

But PCA cannot capture nonlinear Relationships.

KPCA captures nonlinear Relationships but not interpretable.

How IKDR produce interpretable results.

In general, many IKDR problems have a common objective.
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Existing Solutions
Dimension Growth
Optimization Via Stiefel Manifold.
Optimization Via Grassmann Manifold.
Stochastic Gradient Descent.

Problems with Existing Solutions
very slow
Difficult to implement
stuck at saddle point
poor results

Our Solution
The Iterative Spectral Method ( ISM )

Supervised Dimension Reduction for Classification

Unsupervised Dimension Reduction for Clustering

Semi-supervised Dimension Reduction for Clustering
Using Multiple Expert Sources

Alternative Clustering via Dimension Reduction
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Publications that used IKDR

We identified a special family of kernels (The ISM family) with the 
following properties:

1. Each kernel within the family has an associated scaled covariance matrix Φ.
2. The most dominant eigenvectors of Φ is the solution to Eq. ( 1 ).
3. The conic combination of ISM kernels is still in the ISM family. 
4. The conic combination of Φs is the associated scaled covariance matrix for the

conic combination of kernels.
5. If Φ is a function of W, then Φ can be approximated using the 2nd order Taylor series

Formal Definition of the ISM family:

How K(x,x’) become (β):ϝ

Examples of Approximations of Φs

Examples of of Φs

The ISM Algorithm:

Theorem 1: 
Given a full rank Φ with an eigengap as 
defined by Eq. (80), a fixed point W* of 
algorithm 1 satisfies the 2nd order 
necessary condition using any ISM 
Kernel.

Theorem 2:
A sequence of subspaces generated by 
Algorithm 1 contains a converging 
subsequence.

Theorem 3:
For any kernel within the ISM family, a Φ 
Independent  of W can be approximated 
with 

Proposition 1: 
Any conic combination of ISM kernels 
is still an ISM kernel.

Corollary 1:
The Φ matrix associated with a conic 
combination of kernels is the conic 
combination of Φs associated with each 
individual kernel.

KPCA is very powerful, but …….

Problem 1: It does not use labels to guide the dimension reduction.

Problem 2: Since KPCA is PCA in the feature space, it's not 
  obvious what they mean.

KPCA captures nonlinear Relationships but not interpretable.KPCA captures nonlinear Relationships but not interpretable.

Interpretable Kernel Dimension Reduction (IKDR) solves both problems...
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